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Abstract 

This study evaluated the performance of multiple models that used machine learning to anticipate wind speed 
in the city of Dhaka. The NASA Power website provided the data set for this investigation. The models used for predic-
tion included the decision tree regressor, support vector regressor, random forest, linear regression, neural network 
and polynomial regression. A hold-out check and k-fold cross-validation were used to assess how well these models 
performed. With the highest R2 scores and lowest RMSEs on both the validation and test sets, the results demon-
strated that the polynomial regression model performed the best. With the lowest R2 scores and largest RMSEs 
on both sets, the decision tree model scored the poorest. High R2 scores and low RMSEs were achieved by the ran-
dom forest model, which had comparable performance to the polynomial regression model but required a longer 
computation time. In addition, the neural network model demonstrated commendable predictive accuracy, yielding 
an R2 score of 0.67 and a low RMSE of 0.57. However, its application is contingent on the availability of substantial 
computational resources, given its extensive computation time of 457.93 s. The study concludes by highlighting 
the efficacy of the Polynomial Regression model as the optimal choice for wind speed prediction in Dhaka, offering 
a balance between superior performance and efficient computation. This insight provides valuable guidance for prac-
titioners and researchers seeking effective models for similar applications.

Keywords Wind speed prediction, Machine learning, Polynomial regression, Hold-out check, k-fold cross-validation, 
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Introduction
The escalating energy demand in Bangladesh has spurred 
a pressing need for innovative solutions, particularly 
in the realm of renewable energy sources. One promis-
ing option to sustainably meet the rising demand among 
them is wind energy. Accurate wind speed forecasting 
is essential for producing wind energy effectively since 

it affects power generation planning and operation. 
Machine learning algorithms are now essential tools for 
forecasting wind speed in a variety of geographical loca-
tions (Islam et al., 2018).

This study endeavors to predict wind speed in Dhaka 
city, the capital of Bangladesh, through the utilization 
of machine learning models. The researchers used data 
from NASA POWER (prediction of worldwide energy 
resources), which covered the time period from 2010 to 
2020 (daily data), to carry out their analysis. The study 
evaluates the effectiveness of a variety of machine learn-
ing models, including support vector machine (SVM), 
random forest, binary tree, neural networks, polynomial 
regression and linear regression in the context of pre-
dicting wind speed for the city of Dhaka. Both hold-out 
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validation and k-fold cross-validation approaches, which 
highlight the models’ prediction ability, serve as the foun-
dation for the thorough review procedure.

Prior research has underscored the prowess of machine 
learning models in furnishing accurate wind speed pre-
dictions (Islam et al., 2018). This study endeavors to aug-
ment the reservoir of knowledge by contributing insights 
that hold potential significance for the enhancement of 
wind energy generation planning within Dhaka city. The 
findings gleaned from the study notably establish the 
supremacy of the polynomial regression model, not only 
in terms of accuracy but also with regard to computa-
tion time. The implications of this study extend beyond 
academic boundaries, offering valuable guidance to wind 
energy planners and policymakers in Bangladesh, as well 
as in regions characterized by analogous climate condi-
tions (Rahman & Kaisar, 2021).

Innovatively, this study introduces a novel approach by 
emphasizing the contributions and novelties integral to 
the research:

The polynomial regression model is a novel approach 
that was not thoroughly investigated in previous wind 
speed prediction research for Dhaka, yet it makes a sig-
nificant contribution. Out of all the models that are being 
considered, this one performs the best, attaining the 
most accuracy and computing efficiency. The paper does 
an extensive assessment of different machine learning 
models, offering a clear comprehension of their advan-
tages and disadvantages (Kim & Lee, 2017; Li & Shi, 2019; 
Wang et al., 2018).The comparative study presented here 
is a precious tool for wind energy planners and scholars 
alike. Beyond scholarly confines, the results provide ben-
eficial references for wind energy designers and regula-
tors in Bangladesh and other areas with similar climate 
circumstances. The new approach of emphasizing both 
computation time and accuracy gives decision-makers a 
well-rounded viewpoint (Akram & Al-Hawari, 2020; Al-
Tabatabaie & Naji, 2018; Hussain & Nizami, 2019; Xu & 
Zhang, 2017; Zhu & Gao, 2016).

In conclusion, this study adds to the expanding corpus 
of research on wind speed prediction while also intro-
ducing fresh approaches and insights that may be used to 
improve wind energy generation planning in Dhaka and 
other similar areas.

Literature review
Wind energy, a pivotal renewable source, necessitates 
accurate wind speed prediction for effective generation 
planning and operation (Ahmad et  al., 2018). In recent 
years, machine learning (ML) techniques, acknowledged 
for handling complex non-linear relationships, have 
gained prominence in this domain (Islam et al., 2018).

Various ML models, including artificial neural net-
works, support vector machines, decision trees, and 
regression models, have been explored. Regression mod-
els like linear regression and polynomial regression are 
favored for their simplicity and interpretability (Ahmad 
et  al., 2018). While Ahmad et  al. provide fundamental 
insights; the general applicability of discussed ML tech-
niques may fall short in addressing specific challenges 
posed by unique climate conditions. This prompts the 
need for a more tailored approach to enhance accuracy 
and applicability. Previous studies showcase the efficacy 
of ML models. Fadare and Ajayi (2019) compared multi-
ple linear regressions, decision tree, and artificial neural 
network models in Nigeria, highlighting the superior per-
formance of the artificial neural network model.

Fadare and Ajayi contribute valuable insights, but 
drawbacks lie in the lack of a thorough comparison of 
alternative ML models. This highlights the need for a 
more nuanced approach that comprehensively evaluates 
various methodologies. Similarly, Lee et al. (2018) applied 
ML models such as random forest, support vector regres-
sion, and extreme gradient boosting in South Korea, 
showcasing the superior performance of the random for-
est model. Lee et al.’s study provides valuable findings, yet 
a comprehensive model comparison is essential for deter-
mining the optimal choice. This motivates the explora-
tion of an approach that addresses this gap and guides 
model selection more decisively. In the context of Bang-
ladesh, Nandi et al. (2020) employed artificial neural net-
works and adaptive neuro-fuzzy inference system models 
in the coastal region, with the adaptive neuro-fuzzy infer-
ence system outperforming the artificial neural network 
model. While Nandi et  al.’s study contributes signifi-
cantly; there is a lack of a broad comparison with other 
ML models, limiting the generalizability of the findings. 
This gives emphasis to the need for a more exhaustive 
analysis of diverse ML methodologies. Chakraborty et al. 
(2020) performed a comparative study of artificial neural 
network and support vector machine models for wind 
speed prediction in northern Bangladesh, favoring the 
artificial neural network model. Chakraborty et al.’s study 
sheds light on the efficacy of artificial neural networks, 
yet a more exhaustive comparison with diverse ML mod-
els is crucial for establishing a robust understanding of 
model performance.

Drawing from these considerations, the mainstream 
research direction should involve a comprehensive 
and nuanced model comparison, considering various 
ML methodologies (Jiang & Wang, 2020). This aligns 
with the critical need to identify the optimal model for 
wind speed prediction, considering the unique condi-
tions of Dhaka. The identified mainstream research 
direction emphasizes the necessity for a more nuanced 
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and comprehensive comparative analysis of ML mod-
els. This aligns with the critical need to guide future 
studies and practitioners toward an optimal choice 
for wind speed prediction in Dhaka. Existing stud-
ies have predominantly employed ML methodologies, 
encompassing artificial neural networks, support vec-
tor machines, decision trees, and regression models. 
However, a more detailed comparison is needed to 
determine the most suitable approach for the unique 
conditions of Dhaka (Rahman & Kaisar, 2021). While 
the methodologies employed in existing studies are 
valuable, a more detailed and exhaustive compari-
son is essential. This will enable the identification of 
the most effective approach for wind speed predic-
tion in Dhaka. There are still problems, though, such 
as conclusions that are not sufficiently generalizable, 
complete model comparisons, and enough focus on 
certain climatic conditions (Hussain & Nizami, 2019). 
It is imperative to tackle these issues in order to pro-
gress wind speed prediction technologies. The issues 
that have been found highlight the necessity of a more 
thorough and situation-specific method for predict-
ing wind speed. The state-of-the-art in this field will 
advance as a result of addressing these issues.

This study suggests adding polynomial regression 
as a solution to the shortcomings found in the current 
methods. This methodology is chosen to meet the par-
ticular issues provided by Dhaka’s climate conditions, 
as it efficiently captures non-linear trends and has 
not been thoroughly studied in prior research (Akram 
& Al-Hawari, 2020). The necessity to get beyond the 
drawbacks of the current methods led to the introduc-
tion of polynomial regression. Because of its ability to 
capture non-linear patterns, it is a good fit for improv-
ing accuracy and processing efficiency given the com-
plex dynamics of wind speed in Dhaka.

Conclusively, the suggested Polynomial Regres-
sion model indicates a viable direction for additional 
investigation, providing a customized resolution to the 
distinct problems associated with wind speed predic-
tion in Dhaka. As the study progresses, the ensuing 
sections will delve into the methodology, results, and 
implications, providing a holistic understanding of 
the proposed approach’s contributions to the field of 
renewable energy forecasting.

Methodology
Data collection
Wind speed data was collected from NASA Power for the 
Dhaka City region for the years 2000–2021 and weather 
data from Bangladesh Meteorological Department (BMD) 
such as pressure, Humidity, Dry Bulb Temperature, Maxi-
mum Temperature, and Minimum Temperature.

Data preprocessing
ETL process
Effective data preprocessing is a cornerstone of robust 
machine learning analysis. In this study, the authors 
employed a comprehensive Extract, Transform, Load (ETL) 
process to ensure the quality, suitability, and readiness of 
the raw wind speed data obtained from NASA POWER 
(NASA Langley Research Center, 2021). The ETL process 
encompassed a series of steps designed to clean, enhance, 
and harmonize the data set for subsequent model training 
and evaluation (Fig. 1).

Extract: obtaining the raw data The first stage of the ETL 
process involved the extraction of raw wind speed data 
from the NASA POWER data set, acquired from the NASA 
Langley Atmospheric Science Data Center DAAC (NASA 
Langley Research Center, 2021). This initial extraction laid 
the foundation for subsequent transformations aimed at 
refining the data for modeling purposes.

Transform: enhancing data quality and  suitability The 
transformation phase comprised a sequence of steps to 
address various aspects of data quality and suitability:

Handling missing values: The authors meticulously iden-
tified and addressed missing values in the data set. Tech-
niques such as imputation were applied to fill in missing 
values where appropriate, preventing potential biases in the 
analysis (García-Laencina et al., 2010).

Outlier detection and mitigation: Outliers, data points 
significantly deviating from the norm, can adversely impact 
model performance. Robust techniques were utilized to 
detect and manage outliers, ensuring that the models were 
not unduly influenced by extreme values (Hawkins et  al., 
2010).

Logarithmic transformation: To rectify skewed data 
distributions and promote a more Gaussian-like distribu-
tion, logarithmic transformations were applied to the wind 
speed variable. This transformation helped align the data 

Fig. 1 Block Diagram of ETL Process
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with assumptions underlying various machine learning 
models (Japkowicz & Shah, 2011).

Load: preprocessed data for  modeling The culmina-
tion of the ETL process was the “Load” phase, where the 
preprocessed and transformed data was made ready for 
model training and evaluation. The data set, enriched 
with quality-enhancing transformations, served as the 
foundation upon which machine learning models were 
developed and assessed.

Rationale for ETL process
The ETL process played a pivotal role in ensuring the 
integrity and reliability of the data set used for wind 
speed prediction. By systematically addressing data qual-
ity issues, transforming skewed distributions, and elimi-
nating outliers, the authors primed the data set to yield 
meaningful insights through subsequent model analysis 
(Smith et al., 2019).

The ETL process executed in this study underscores the 
significance of meticulous data preprocessing. The care-
ful execution of the Extract, Transform, and Load phases 
ensured that the raw wind speed data was refined into a 
reliable and representative data set, forming the bedrock 
upon which the machine learning models were built and 
evaluated.

In Fig. 2, a box plot is presented to visually depict the 
impact of the data preprocessing steps on the wind speed 
variable. The box plot illustrates the distribution of wind 
speed values before and after the ETL (extract, trans-
form, and load) process. The left box represents the wind 
speed distribution in its raw form, before any preprocess-
ing. The right box portrays the wind speed distribution 
after implementing data quality enhancements, such as 

handling missing values, outlier detection, and the appli-
cation of logarithmic transformations.

This graphical representation serves to highlight the 
effectiveness of the data preprocessing techniques in 
improving the distribution and quality of the wind speed 
variable, a crucial step in ensuring the robustness and 
reliability of our subsequent machine learning models.

In Fig. 3, a histogram is presented to visualize the dis-
tribution of wind speed values before and after the ETL 
(Extract, Transform, and Load) process. The left side of 
the histogram represents the wind speed distribution in 
its raw, unprocessed form, while the right side portrays 
the wind speed distribution after applying data pre-
processing techniques, including handling missing val-
ues, outlier detection, and logarithmic transformations. 
This histogram helps to assess how data preprocessing 
has impacted the distribution of wind speed values. It 
provides a visual representation of the changes brought 
about by our ETL process, emphasizing the importance 
of these enhancements in preparing the data for machine 
learning model development:

The scatter plot (Fig.  4) illustrates the relationship 
between wind speed at 10 m above the ground (ws10m) 
and the minimum temperature. The first plot represents 
the wind speed data in its raw form before undergoing 
the Extract, Transform, Load (ETL) process. This visu-
alization highlights any initial data quality issues, such 
as missing values, skewed distributions, or outliers that 
might have existed in the original data set. The second 
plot illustrates the same wind speed data after it has 
undergone the comprehensive ETL process. This visu-
alization showcases the improvements achieved through 
data preprocessing, including the handling of missing val-
ues, outlier mitigation, and the application of logarithmic 

)b()a(
Fig. 2 Box plot a before removing the outliers and b after removing the outliers
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transformations. The data now exhibits a more refined 
and suitable distribution, better aligned with the assump-
tions underlying machine learning models. This visuali-
zation approach is commonly employed in data analysis 
to explore the relationship between variables and detect 
any underlying patterns or anomalies (Johnson et  al., 
2020).

Wind speed estimation model
The employed prediction model for estimating wind 
speed was based on various meteorological parameters. 
The inputs to the model included pressure (P), humidity 
(H), dry bulb temperature (T), precipitation (Perc), maxi-
mum temperature (T_max), and minimum temperature 
(T_min). The model was formulated as follows:

Model selection
The authors compared the performance of several 
machine learning models, including linear regression, 

Wind speed = f (P, H , T , Perc, T_max, T_min)

polynomial regression, binary tree, support vector 
machine (SVM), neural network and random forest 
(James et al., 2013). To select the best model, they used 
both hold-out and k-fold cross-validation techniques to 
evaluate the performance of each model based on the 
mean squared error (MSE), R-squared (R2) scores, and 
computation time.

Hyperparameter tuning
The authors used Lasso and Ridge regularization to pre-
vent over fitting by adding a penalty term to the loss 
function that discourages large weights in the model 
(Tibshirani, 1996). To determine the best value of alpha 
for each regularization technique, they used cross-valida-
tion and evaluated the model’s performance for different 
values of alpha.

Model evaluation
After selecting the best model and hyperparameters, the 
authors evaluated the model’s performance on a test set 
that was not used during model training or hyperparam-
eter tuning. They compared the predicted wind speeds 

)b()a(
Fig. 3 Histogram a before ETL process and b after ETL process

(a)                                                                                                         (b)
Fig. 4 Scatter plot minimum temperature vs wind speed at 10 m height a before ETL Process and b after ETL Process
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with the actual wind speeds to calculate the MAE, MSE 
and R2 scores. The evaluation of various models was con-
ducted with different test set sizes to explore the impact 
of data set partitioning on model performance. Test set 
sizes were modified, including configurations with test_
size = 0.2, test_size = 0.3 and test_size = 0.4, to assess the 
sensitivity of the models to varying amounts of unseen 
data (Pedregosa et al., 2011).

To validate the predictive capabilities of the model, data 
from the years 2021 to 2023 was reserved for model vali-
dation. Specifically, the model was trained on daily wind 
speed data from 2010 to 2020 and then evaluated using 
the independent data set from 01/01/2021 to 03/31/2023. 
This approach ensures that the model’s performance is 
assessed on unseen, future data, providing insights into 
its ability to generalize to real-world conditions beyond 
the training period.

Model comparison and selection
K-fold cross-validation and hold-out validation 
approaches are both applied during the evaluation pro-
cess. The effects of L1 (Lasso) and L2 (Ridge) regu-
larization on model performance are also investigated 
(Tibshirani, 1996). R-squared (R2) scores, RMSE (Root 
Mean Square Error), and computation time are the perti-
nent evaluation metrics. These measurements provide an 
unbiased evaluation of each model’s capacity to predict 
wind speed reliably and effectively, offering details on 
their individual strengths and weaknesses in identifying 
the underlying patterns in the wind speed data.

R2 score and RMSE
Linear regression: The linear regression model achieves 
an R2 score of 0.57, indicating its ability to explain 57% 
of the variance in wind speed. The RMSE value of 0.66 
suggests that its predictions are, on average, within 
0.66 units of the actual wind speed. This model demon-
strates computational efficiency with a time of 0.008 s.

Polynomial regression: Polynomial regression outper-
forms Linear Regression with an R2 score of 0.69 and a 
lower RMSE of 0.56. It provides a better fit to the data 
and is still computationally efficient, requiring only 
0.011 s.

Decision tree: The Decision Tree model performs less 
favorably with an R2 score of 0.21 and a relatively high 
RMSE of 0.87. These results suggest that the model 
struggles to capture the underlying patterns in the data. 
It maintains reasonable computational efficiency at 
0.3 s.

Random forest: Random forest demonstrates prom-
ising performance, yielding an R2 score of 0.64 and an 
RMSE of 0.60. It balances accuracy and computational 
time, with a runtime of 4.35 s.

Support vector regressor (SVR): SVR achieves a com-
petitive R2 score of 0.64 and a low RMSE of 0.59. While 
it provides accurate predictions, it requires a longer 
computation time of 5.87 s.

Neural network (NN): The Neural Network model 
excels in terms of predictive capability, boasting an 
impressive R2 score of 0.67 and a minimal RMSE of 
0.57. However, it demands significantly more computa-
tional time, clocking in at 457.93 s.

In Table  1, a summary of these findings is tabulated 
for easy reference and model selection. The choice of 
the most suitable model should consider the specific 
application’s computational resources, emphasizing 
accuracy, efficiency, and the balance between the two.

To provide a visual representation of these results, 
Fig.  5a illustrates the computational time required for 
each model, highlighting the trade-off between com-
putational efficiency and predictive accuracy. Fig-
ure 5b complements this by graphically presenting the 
R2 scores and RMSE values for each model, enabling a 
quick, comprehensive comparison.

Model selection for high predictive accuracy
In the pursuit of ensuring a high level of predictive accu-
racy for wind speed forecasting, the study has under-
taken a comprehensive evaluation of five machine 
learning models (Smith et  al., 2020). The objective is to 
identify the model that best balances accuracy with com-
putational efficiency, while also considering the potential 
computational resources required for practical deploy-
ment. The following models have been examined:

Polynomial regression: Among the models considered, 
the polynomial regression model emerges as a strong 
contender for achieving superior predictive accuracy. It 
demonstrates an impressive R2 score of 0.69 and a mini-
mal RMSE of 0.56. This model strikes an optimal bal-
ance between accuracy and computational efficiency, 
making it a promising choice for accurate wind speed 
predictions.

Random forest: The random forest model exhibits 
competitive accuracy with an R2 score of 0.64 and a rel-
atively low RMSE of 0.60. While it lags slightly behind 

Table 1 Summary of findings for each model

Model R2 score RMSE Computation 
Time (s)

Linear Regression 0.57 0.66 0.008

Polynomial 0.69 0.56 0.011

Decision Tree 0.21 0.87 0.3

Random Forest 0.64 0.6 4.35

SVR 0.64 0.59 5.87

NN 0.67 0.57 457.93
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Polynomial Regression in terms of accuracy, it offers 
robust performance characteristics. It may be a suitable 
alternative, particularly if interpretability is not a primary 
concern.

Neural network (NN): The neural network model, 
characterized by an R2 score of 0.67 and a low RMSE of 
0.57, demonstrates a commendable level of predictive 
accuracy. However, it is essential to note that this model 
entails a substantial computational overhead. There-
fore, its consideration is contingent on the availability of 
ample computational resources, with a primary focus on 
maximizing predictive accuracy.

Evaluating model performance through hold‑out 
and k‑fold cross‑validation
In the quest to identify the most suitable machine learn-
ing model for wind speed prediction in Dhaka City, a 
comprehensive evaluation approach is adopted. This 
approach leverages both hold-out and k-fold cross-val-
idation tests for each model under consideration. These 
tests serve complementary purposes in the model selec-
tion process, offering a well-rounded view of each mod-
el’s performance.

Hold‑out test: striking a balance between efficiency 
and accuracy
The hold-out test, also referred to as single validation 
split, provides a swift and efficient means of evaluat-
ing predictive capabilities (Hastie et al., 2009). By parti-
tioning the data set into training and validation sets, the 
study assesses each model’s performance, encompassing 
R2 score, RMSE (Root Mean Square Error), and compu-
tational time.

This approach furnishes insights into how effectively 
each model generalizes to unseen data while maintain-
ing computational efficiency. It allows for the evaluation 
of the trade-off between predictive accuracy and the time 
required for real-time applications.

Figure 6 graphically presents the validation R2 scores, 
Test R2, Validation RMSE, Test RMSE and Computa-
tional values for each model, enabling a quick, compre-
hensive comparison.

Linear regression: The linear regression model exhib-
its a moderate predictive capability with an R2 score of 
0.57 on the test set. The RMSE of 0.66 suggests reason-
able accuracy in wind speed prediction. In addition, the 
model demonstrates computational efficiency, with a rel-
atively short computation time of 0.023 s.

Polynomial regression: The polynomial regression 
model outperforms other models in terms of R2 score, 
achieving 0.69 on the test set. It also exhibits a low RMSE 
of 0.56, indicating high accuracy in wind speed pre-
diction. However, the model requires more computa-
tion time compared to linear regression, with a time of 
0.123 s.

Decision tree: The decision tree model, with an R2 
score of 0.26 and a high RMSE of 0.86, performs relatively 
poorly on the test set. Its computation time of 0.112 s is 
reasonable. However, it is important to note that this 
model appears to be over-fitting the data, as indicated 
by its exceptional performance on the training data (R2 
score of 1).

Random forest: The random forest model demonstrates 
a good balance between predictive capability and compu-
tational efficiency. It achieves an R2 score of 0.64 and a 
reasonable RMSE of 0.60 on the test set. However, it has 
a longer computation time compared to other models, at 
4.47 s.

Support vector regressor (SVR): The SVR model per-
forms similar to linear regression in terms of R2 score 
(0.56) and RMSE (0.67) on the test set. It has a moderate 
computation time of 2.92 s.

Neural network (NN): The NN model demonstrates a 
high R2 score of 0.68 and a low RMSE of 0.57 on the test 
set, indicating strong predictive capability and accuracy. 
The model’s computation time is reasonable at 2.43 s.

)b()a(
Fig. 5 Computation time and RMSE and R2 error for each model a computation time and b RMSE and R2 error
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In Table 2, a summary of these findings is tabulated for 
easy reference and model selection.

K‑fold cross‑validation: assessing robustness 
and generalization
In addition to hold-out testing, the study employs k-fold 
cross-validation to delve deeper into the models’ robust-
ness and generalization capabilities (James et  al., 2013). 
By dividing the data set into k subsets, the iterative train-
ing and validation of models are carried out, with the val-
idation set rotating in each iteration. This process yields 
a more comprehensive perspective on a model’s perfor-
mance across diverse data partitions. K-fold cross-valida-
tion results in mean R2 scores and RMSE values, offering 
a stable evaluation of each model’s predictive prowess. It 
proves instrumental in identifying variations in perfor-
mance across distinct data subsets, thereby aiding in the 
consistent selection of superior models.

Figure  7 graphically presents the mean training R2 
scores, mean validation R2 scores, mean training RMSE, 

mean validation RMSE and computational values for each 
model, enabling a quick, comprehensive comparison.

Linear regression: In the K-fold hold-out test, the linear 
regression model exhibits consistent performance with 
a mean validation R2 score of 0.55 and a mean valida-
tion RMSE of 0.67. Its computation time remains low at 
0.002 s.

Polynomial regression: The polynomial regression 
model maintains strong performance, with a mean vali-
dation R2 score of 0.68 and a mean validation RMSE of 
0.57. The computation time is relatively higher at 0.205 s, 
but the model demonstrates accuracy and predictive 
capability.

Decision tree: In the K-fold hold-out test, the decision 
tree model shows signs of over fitting, with a mean train-
ing R2 score of 1 and a mean validation R2 score of 0.23. 
The mean validation RMSE is relatively high at 0.88, indi-
cating reduced accuracy. The computation time remains 
reasonable at 0.081 s.

Random forest: The random forest model’s K-fold hold-
out test results indicate a mean validation R2 score of 0.62 

Fig. 6 Hold-out test result for each model

Table 2 Summary of Model Performance Metrics from Hold-Out Testing

Model Validation R2 score Test R2 score Validation RMSE Test RMSE Computation 
time (s)

Linear regression 0.55 0.57 0.67 0.66 0.023

Polynomial 0.7 0.69 0.54 0.56 0.123

Decision tree 0.26 0.26 0.86 0.86 0.112

Random forest 0.64 0.64 0.6 0.6 4.47

SVR 0.56 0.56 0.67 0.67 2.92

NN 0.68 0.68 0.57 0.57 2.43
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and a mean validation RMSE of 0.62. Its computation 
time is longer, at 6.14 s, but it maintains a good balance 
between accuracy and efficiency.

Support vector regressor (SVR): SVR exhibits mod-
erate performance in the K-fold hold-out test, with a 
mean validation R2 score of 0.54 and a mean validation 
RMSE of 0.67. The computation time is reasonable at 
3.667 s.

Neural network (NN): The NN model maintains strong 
performance in the K-fold hold-out test, with a mean val-
idation R2 score of 0.67 and a mean validation RMSE of 
0.57. Its computation time remains reasonable at 2.809 s.

Based on the comprehensive evaluation of these 
machine learning models, we recommend the poly-
nomial regression model for wind speed prediction in 
Dhaka city. It consistently achieves high R2 scores and 
low RMSE values in both hold-out testing and K-fold 
hold-out testing, indicating strong predictive capability 
and accuracy. While it requires slightly more computa-
tion time, its performance justifies this trade-off.

In addition, the neural network (NN) model also 
demonstrates strong performance, making it a 

viable alternative, especially if computational efficiency is 
a priority. It consistently achieves high R2 scores and low 
RMSE values across both testing methods.

In Table 3, a summary of these findings is tabulated for 
easy reference and model selection.

Model selection: polynomial regression
Upon thorough evaluation, encompassing validation 
R2 scores, RMSE values, generalization potential, and 
computation times, the Polynomial Regression model 
with hold-out validation emerges as the clear choice for 
wind speed prediction in Dhaka City. This decision is 
underpinned by several key factors:

Non-linear relationship capture: The polynomial 
regression model excels in capturing non-linear rela-
tionships within the data. Wind speed patterns often 
exhibit intricate behaviors that cannot be effectively 
addressed by linear models alone. The Polynomial 
Regression’s flexibility in modeling such complexities is 
a valuable asset.

High predictive accuracy: The model consistently dem-
onstrates high predictive accuracy, as evidenced by its 

Fig. 7 K-Fold Cross validation result for each model

Table 3 Summary of K-fold cross validation result for each model

Model Mean training R2 
score

Mean validation R2 
score:

Mean training RMSE Mean validation 
RMSE

Computation 
time (s)

Linear regression 0.55 0.55 0.67 0.67 0.002

Polynomial regression 0.7 0.68 0.54 0.57 0.205

Decision tree 1 0.23 0 0.88 0.081

Random forest 0.95 0.62 0.23 0.62 6.14

SVR 0.55 0.54 0.67 0.67 3.667

NN 0.7 0.67 0.55 0.57 2.809



Page 10 of 14Hossain et al. Sustainable Energy Research           (2024) 11:23 

impressive validation R2 scores and minimal RMSE val-
ues. This accuracy is crucial for dependable wind speed 
forecasts, which have numerous practical applications.

Efficiency and real-time applicability: Despite its 
robust predictive capabilities, the Polynomial Regression 
model remains computationally efficient, making it well-
suited for real-time applications. The balance it strikes 
between accuracy and efficiency aligns seamlessly with 
the dynamic nature of wind speed prediction in urban 
environments.

In conclusion, the polynomial regression model, vali-
dated through hold-out testing, emerges as the opti-
mal choice for wind speed prediction in Dhaka City. Its 
unique ability to model non-linear relationships, coupled 
with its exceptional predictive accuracy and operational 
efficiency, positions it as a valuable tool for addressing 
the challenges posed by wind speed variability in this 
urban context. This model serves as the cornerstone 
for dependable wind speed forecasts, contributing to 
improved decision-making and resource management 
within the city.

Hyperparameter tuning
In pursuit of optimizing the performance of the selected 
Polynomial Regression model for wind speed prediction, 
a systematic exploration of hyperparameters was con-
ducted. The primary focus was on fine-tuning the regu-
larization strength using both L1 (Lasso) and L2 (Ridge) 
regularization techniques. This approach aimed to strike 
a balance between model complexity and generaliza-
tion, ensuring the best possible fit to the underlying data 
patterns.

To optimize the performance of the polynomial 
regression model, a rigorous hyperparameter tun-
ing process was conducted. Specifically, the research 
explored the impact of different alpha values for L1 
and L2 regularization. The following alpha values were 
examined: 0.1 and 10.0.

After a thorough evaluation, the model exhibited dis-
tinct behaviors with these two sets of alpha values:

Best alpha for L1 Regularization: 0.1
R2Score: 0.5531
Best alpha for L2 Regularization: 10.0
R2 Score: 0.5449

These results showcase the sensitivity of the model’s 
performance to the choice of hyperparameters. The R2 
scores associated with each alpha value provide insight 
into how effectively the model captures the variance in 
wind speed data. Notably, an alpha value of 0.1 for L1 

regularization yielded a slightly higher R2 score, sug-
gesting its suitability for enhancing the model’s predic-
tive capabilities.

Polynomial regression with L2 regularization 
(positive‑impact features)

R2 Score: 0.5928
RMSE: 0.6409
Time taken to predict using the model: 0.018 s

These results highlight the substantial improvement 
achieved through L2 regularization and feature selec-
tion. The R2 score of 0.5928 signifies a strong ability 
to explain the variance in wind speed, and the reduced 
RMSE of 0.6409 further underscores the model’s 
enhanced predictive accuracy. In addition, the model 
retains its efficiency, with predictions generated in just 
0.018 s.

The removal of features that exhibit a negative impact 
on the L2 regularization term can potentially enhance a 
model’s performance. However, it is imperative to exer-
cise caution when implementing such adjustments, as 
they may not invariably lead to improved model accu-
racy. It is essential to thoroughly evaluate the conse-
quences of feature removal on the model’s predictive 
capabilities and to validate the updated model on a des-
ignated hold-out test set.

The conducted analysis revealed that the model’s 
accuracy experienced a notable decline following the 
removal of features. Furthermore, the examination of 
R2 scores under both L1 and L2 regularization did not 
indicate over fitting. Therefore, it is advisable to main-
tain the original feature set, as it remains effective in 
preserving the model’s predictive performance.

Model evaluation
Test set evaluation
Following the selection of the best-performing model and 
optimal hyperparameters, a comprehensive evaluation of 
the model’s predictive performance was conducted using 
an independent test set. This test set was distinct from 
the data used for model training and hyperparameter 
tuning, ensuring an unbiased assessment of the model’s 
real-world applicability.

Metric assessment The evaluation metrics for the model 
are as follows:

Mean Absolute Error (MAE): 0.56
Mean Squared Error (MSE): 0.61
R-squared (R2) Score: 0.63
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These metrics provide valuable insights into the mod-
el’s accuracy and its ability to explain the variance in wind 
speed data. The R-squared score of 0.63 indicates that the 
model can explain approximately 63% of the variance in 
wind speed, demonstrating its effectiveness in capturing 
underlying patterns.

To visualize the model’s performance, a scatter plot 
comparing predicted wind speeds against actual wind 
speeds from the test data set was created (Fig.  8). The 
plot shows a strong linear relationship between predicted 
and actual values, aligning closely with the ideal “Perfect 
Prediction” line.

The plot in Fig.  9 illustrates the comparison between 
the actual and predicted wind speed values for the vali-
dation period from January 1, 2021, to March 31, 2023 
(Available data found during the research). Each data 
point on the plot represents a daily prediction, resulting 
in a total of 817 (after ETL) points.

Comparison with previous studies
To contextualize the findings of this study within the 
broader landscape of wind speed prediction research, a 
comparison with previous studies in the field offers valua-
ble insights. These comparisons shed light on the consist-
ency of model performance, methodologies employed, 
and the unique characteristics of the current study.

Similarities and consistencies
Several previous studies have explored wind speed pre-
diction using machine learning models, showcasing vary-
ing degrees of success. The current study aligns with 
these efforts, demonstrating the effectiveness of machine 
learning techniques in predicting wind speed for Dhaka 
city. Notably, the use of regression models, such as Linear 
Regression and Polynomial Regression, resonates with 
approaches taken in other studies (Ahmad et  al., 2018; 
Islam et al., 2018). The achievements of these models in 
capturing wind speed patterns are consistent with the 
broader understanding of their capabilities.

Model performance variability
While similarities exist, variations in model performance 
across studies highlight the importance of factors such 
as data set characteristics, geographical context, and the 
chosen machine learning techniques. The superior per-
formance of the Polynomial Regression model in this 
study aligns with findings from similar research (Nandi 
et al., 2020). This consistency across studies suggests that 
Polynomial Regression is a robust choice for capturing 
wind speed dynamics, at least within the regional climate 
of Dhaka city.

Methodological contributions
In comparison to the previously explored machine learn-
ing studies, this research contributes methodologically 
by incorporating feature engineering techniques. The 
logarithmic transformations applied to wind speed and 

Fig. 8 Scatter Plot of Predicted vs. Actual Wind Speeds with a Perfect Prediction Line
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the standardization of predictor variables address dis-
tributional challenges and enhance model convergence. 
The implications of this feature engineering extend to the 
improved capture of non-linear relationships, evident in 
the elevated performance of the Polynomial Regression 
model.

Data set and regional relevance
A significant point of distinction lies in the data set’s ori-
gin and the geographical relevance of the study area. Uti-
lizing data from NASA POWER, this study offers insights 
into wind speed prediction within Dhaka city’s unique 
climate conditions. This specificity enhances the appli-
cability of the results to local wind energy planning and 
policymaking, differentiating it from studies conducted 
in diverse geographic contexts.

Limitations and avenues for further research
While this study presents notable contributions, it is not 
devoid of limitations. The focus on a specific data set and 
geographical area may limit the generalizability of find-
ings to other regions. Moreover, the scope of features 
used might present opportunities for future research to 
explore additional variables that influence wind speed. 
The investigation of more advanced machine learning 
techniques, such as neural networks, could potentially 
yield further improvements in predictive accuracy.

Synthesis and implications
In synthesis, the current study’s alignment with prior 
research underscores the consistency of machine learn-
ing’s effectiveness in wind speed prediction. The promi-
nence of the Polynomial Regression model reinforces its 
potential as a valuable tool for optimizing wind energy 
generation in specific geographic areas. The methodolog-
ical contributions and nuanced understanding of regional 
dynamics contribute to the broader conversation on 
renewable energy planning.

Conclusion and future scope
In the comprehensive evaluation of six machine learning 
models for wind speed prediction in Dhaka city, includ-
ing Linear Regression, Polynomial Regression, Decision 
Tree, Random Forest, Support Vector Regressor (SVR), 
and Neural Network, the following observations were 
made.

Polynomial regression model: With a validation R2 
score of 0.70 and a validation RMSE of 0.54, the Polyno-
mial Regression model stands out as the top performer in 
terms of predictive accuracy during hold-out validation. 
Its test R2 score of 0.69 and test RMSE of 0.56 demon-
strate its ability to generalize well to new data. Despite 
being slightly more computationally intensive, with a 
computation time of 0.123  s, it offers a strong trade-off 
between accuracy and efficiency.

Random forest model: The Random Forest model also 
demonstrates strong performance, achieving a valida-
tion R2 score of 0.64 and a validation RMSE of 0.60. These 

Fig. 9 Predicted vs. actual wind speeds (daily data) from 01/01/21 to 03/31/23
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results indicate its capacity to capture complex relation-
ships in the data. During hold-out validation, it achieved 
a test R2 score of 0.64 and a test RMSE of 0.60, maintain-
ing a competitive balance between predictive accuracy 
and computational time (4.47 s).

Neural network (NN) model: The Neural Network 
model performs impressively, with a validation R2 score 
of 0.68 and a validation RMSE of 0.57. Its test R2 score of 
0.68 and test RMSE of 0.57 suggest consistent generali-
zation. However, it demands slightly more computational 
time (2.43 s) compared to other models.

Support vector regressor (SVR) model: SVR achieves a 
competitive validation R2 score of 0.56 and a low valida-
tion RMSE of 0.67. It provides accurate predictions but 
requires a longer computation time (2.92 s).

Linear regression model: While the Linear Regression 
model lags behind in terms of validation R2 score (0.55) 
and validation RMSE (0.67), it demonstrates consistent 
test performance with a test R2 score of 0.57 and a test 
RMSE of 0.66. Moreover, it exhibits computational effi-
ciency with a short computation time of 0.023 s.

Decision tree model: The Decision Tree model per-
forms relatively less favorably, with a validation R2 score 
of 0.26 and a relatively high validation RMSE of 0.86. 
These results indicate that the model may struggle to 
capture the underlying patterns in the data. However, it 
maintains reasonable computational efficiency with a 
computation time of 0.112 s.

In summary, the Polynomial Regression model with 
hold-out validation emerges as the preferred choice for 
wind speed prediction in Dhaka city. Its ability to capture 
non-linear relationships, achieve high predictive accu-
racy, and operate efficiently makes it well-suited to the 
complexities of wind speed patterns in this context.

Future scope
Building on these achievements, the following avenues 
for future research and enhancement are identified:

Ensemble approaches: Explore the potential benefits 
of ensemble methods, combining the strengths of multi-
ple models to achieve enhanced predictive accuracy and 
robustness. Ensemble techniques, such as stacking or 
bagging, may provide a synergistic approach to capturing 
diverse patterns in wind speed data.

Advanced feature engineering: Investigate sophisti-
cated feature engineering techniques to extract nuanced 
information from the data set. Exploring nonlinear rela-
tionships and interactions between meteorological vari-
ables can further enhance the models’ ability to capture 
complex atmospheric dynamics.

Comprehensive hyper-parameter tuning: Extend the 
scope of hyper-parameter tuning to other promising 
models, including Random Forest and Neural Network. 

Fine-tuning these models can unlock their full potential 
and optimize their performance for wind speed predic-
tion under varying conditions.

Long-term predictions: Assess the models’ efficacy in 
forecasting wind speed over extended timeframes, pro-
viding insights into seasonal variations and long-term 
trends. Understanding the temporal dynamics of wind 
patterns is crucial for comprehensive renewable energy 
planning.

Real-time implementation: Investigate the feasibility of 
real-time implementation for the selected model, ensur-
ing adaptability to dynamic and evolving wind patterns. 
Real-time capabilities are essential for practical applica-
tions, supporting decision-making in renewable energy 
operations.

Sensitivity analysis: Conduct a sensitivity analysis to 
discern the relative importance of each feature, including 
humidity, precipitation, and wind direction. This analysis 
aids in refining model interpretability and identifying key 
factors influencing wind speed.

Cross-validation strategies: Implement advanced cross-
validation strategies to assess model robustness and gen-
eralizability across diverse data sets. This step ensures the 
reliability of the chosen model under varying conditions.

By addressing these future research directions, the 
study aims to contribute to the continual improvement of 
wind speed prediction models. These advancements not 
only refine renewable energy planning in Dhaka but also 
offer insights applicable to broader geographical con-
texts, fostering sustainable energy practices.
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